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Given a set D of clauses of the form 
F * A, 

where F is a formula of some logic and A is an atom, it is natural to  extend the sequent 
calculus for that logic by a rule like 

F I - F  
r I- a (I- D), 

yielding a logic over D .  This idea has been used in proof-theoretic interpretations and ex- 
tensions of definite Horn clause programming, notably A-Prolog, by giving a computational 
reading to (I- D), which corresponds to resolution if the clauses in D are of a particular 
form. 

In systems like GCLA, a principle dual to (t- D) is considered in addition, yielding 
a fully symmetric sequent calculus. It is called "definitional reflection" since it is based 
on reading the database D as a definition. There are two main options for formulating 
definitional reflection. The rule on which GCLA is based is the following: 

An alternative rule which has been considered by Eriksson and which seems also to be the 
one Girard is favoring, has the following form: 

{Fa, Fa I- Go : F =+ 3 E D and a = mgu(A, B)) 
I',A I- G 

(D t)*. 

As they stand, (D  I-)* is stronger than (D I-) (in the non-propositional case) - a standard 
example being the derivations of the axioms of ordinary first-order equality theory. Compu- 
tationally, however, they rest on different intuitions. The first rule considers free variables 
as ezistentially quantified from outside, for which an appropriate substitution has to be 
computed. The second rule considers them as erniversally quantified from outside rather 
than something for which an substitution has still to be found. By means of unification it 
takes into account all possible substitution instances of the atom A, which can be inferred 
according to the given definition D ,  thus corresponding to some kind of w-rule. 
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Therefore, the extension of logic programming systems by computational variants of 
(D I-) and ( D  I-)* leads to conceptually different approaches. A combination of (D I-) and 
( D  I-)* with both existential and universal variables, as proposed by Eriksson, would be a 
most desirable feature of a logic programming system with definitional reflection. There are 
certain algorithmic problems involved in such a combination that have still to be solved. 

In any case, whether one considers (D I-) or (D I-)* or a combination of both, cut- 
elimination fails for the full system but holds if the definition D does not contain implications 
in clause bodies or if the underlying logic is contraction-free (e.g., linear). We argue that 
the failure of cut-elimination is a matter of the definition D considered rather than a defect 
of the underlying logic. 


