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Abstract. Movement control based on the combination of simple motor
patterns (movement primitives) has proven to be a suitable approach for
modeling human and robot behavior. Learning movement primitives in-
volves the approximation of movement trajectories that can be described
in terms of non-linear functions, different techniques have been proposed
to solve this task. Here we investigate the ability of a special type of
recurrent neural network, so called echo state networks, to perform this
learning task. Our results based on a simple 2D simulation show that
even quite small and simple structured networks are able to reproduce
complex motion patterns.

Keywords: Movement Primitives, ESN, Reservoir computing

1 Introduction

The planning and execution of precise reaching movements is a highly complex
challenge in robotics. Due to the high degrees of freedom of modern manipula-
tors, there is a high level of redundancy inherent in these tasks. Targets can be
reached on a large variety of trajectories and with a large variety of end-postures.

A promising approach to resolve this redundancy is to decompose the mo-
tions into basic patterns, so-called motor primitives [6]. The foundation for these
primitives comes from biology, where they are described as “motor patterns that
are considered basic units of voluntary motor control, thought to be present
throughout the life-span” or simply “building blocks of movement generation”
(see [11], p. 1). In vertebrates, the neuronal realization of motor primitives is
likely located in the spinal cord. Here populations of neurons were found that
recruit groups of muscles whose activities remained proportionally fixed through-
out their recruitment [2]. By flexibly combining just a relatively small number
of these building blocks, uncountable movement patterns and behaviors can be
generated. It has been speculated, that such motor primitives may be crucial
elements in early motor learning [2]. The existence of motor primitives implies
that there might be some kind of central pattern generator (CPG) that combines
simple low dimensional inputs to produce complex high dimensional outputs. A
combination of low dimensional inputs can be achieved for instance by blending
different motor primitives together.



To model such CPGs, two problems have to be addressed. First, the move-
ment patterns have to be defined in terms of trajectories; for instance as time-
series of task-space coordinates or angles in joint space. Second, a control process
is necessary to monitor the movement execution and to adapt it dynamically if
necessary. Apart from other approaches to learn and combine motor primitives
like dynamic movement primitives [15] or Gaussian mixture models [1,10], [5]
suggested an implementation via recurrent neural networks (RNNs). Especially
the ability to autonomously generate rhythmic activation in a self-recurrent way
is an interesting feature of RNNs as it seems to reflect the properties of biologic
pattern generators.

The idea to learn motor primitives with RNNs is not new (see for instance
[14]), but more recent research focuses on the capabilities of reservoir comput-
ing [18] to model a CPG. One architecture frequently used in studies on reservoir
computing is based on the echo state networks (ESNs) presented in [7]. Com-
pared to other RNNs, training of even very large ESNs is fast, easy to implement,
and quite robust. ESNs are especially well-suited for time-series learning, and
there are some examples for a successful application in the domain of movement
planning and movement control. [3] compares ESNs with other frequently used
algorithms used for time-series learning. [17] learned a bidirectional mapping
of forward and inverse kinematics to perform goal-directed reaching movements
within a single ESN. With an ESN applying leaky integrator neurons, [9] were
able to reproduce trajectories like the lazy figure eight. Additionally, [9] also
showed that the time scale of the reproduction of a certain ESN can be dy-
namically tuned. There have also been attempts to solve the mentioned control
problem, i.e. the ability to switch between different learned motor primitives,
within ESNs. As it was shown by [14], network dynamics can be shifted by bi-
furcation inputs. For instance, the architectures proposed by [19] and [13] proved
that this approach is also viable for ESNs. Both architectures fulfill the require-
ments of a model for a CPG. To sum up, there is plenty of evidence for the
ability of ESNs to account for the learning of movement primitives. With ar-
chitectures like the one proposed by [19] or [13] it is also possible to solve the
control problem within ESNs.

Even if these findings are promising, the applied networks were quite large
(300 neurons in [13], and up to 2200 neurons in [19]), used special types of
neurons with filter properties [20,19], or required more elaborate training mech-
anisms than the original ESNs 1. Therefore, we are interested in the ability of
“vanilla” ESNs to reproduce motor patterns in a completely self-recurrent way,
without any additional input. As a first step, we use a simple 2D-simulator of
an arm to define and execute basic movements to be learned and reproduced by
the networks. We are focusing on the kinematics of the movement. Hence, we
do not directly learn any dynamics. We concentrate on finding a coding scheme
for motion trajectories that can be accurately learned, that can generate stable
control commands, and that generalize well. Different encodings were employed

1 For instance [19] used ridge regression[4], instead of the simple linear regression,
proposed by [7].



to learn particular trajectories with ESNs. For instance, [13] as well as [3] used
two-dimensional task space coordinates, whereas [19] learned different joint angle
evolutions. In this work we assess the impact of different coding schemes on the
learning performance. More precisely, we investigate if different coding schemes
require different network parameters for successful learning.

As we are using networks that are guided by a constant output feedback loop
without any additional external input the notion of stability is crucial. Our aim
is to find output feedback stable networks in the sense of [16], i.e. networks that
are not driven into an extreme attractor state by there own recurrent feedback.
Some recent papers on output driven ESNs investigated which network proper-
ties are necessary to avoid error amplification due to recurrent feedback. While
[16] pointed out that regularized2 networks are less prone to error amplification,
[12] suggested a balancing between the scaling of the output feedback strength
and the amplitude of the learned time-series.

In the next section we provide a short introduction to ESNs. After this we
sketch out our experimental setup. Next, we evaluate performances with respect
to different coding schemes. A short discussion concludes the paper.

2 Echo State Networks

While a detailed description of the features and working of this architecture can
be found in [7] and [8], this section only gives an overview of its most important
features.

The basic ESN structure is quite similar to that of standard RNNs, consisting
of an (optional) input layer, a layer of the hidden neurons (the so-called, dynamic
reservoir), and an output layer. The crucial differences of ESNs compared to the
standard RNNs are the pre-wired dynamic reservoir and the simple training
procedure, which only optimizes the output weights. Figure 5 shows an overview
of the architecture. Within the dynamic reservoir different dynamics unfold over
time. These dynamics are combined to produce the output of the network.

It is necessary that the dynamic reservoir adheres to the so-called echo state
property. This property is a requirement for stable dynamics and leads to a fading
memory of the reservoir with respect to the input history. The echo state prop-
erty can be achieved by restricting the spread of the reservoir weights through
their division by the largest eigenvalue of the reservoir weight matrix and multi-
plying them with λ∗. This results in a matrix where the desired largest absolute
eigenvalue equals λ∗, in other words the spectral radius of the matrix equals λ∗.

The state of the dynamic reservoir at time-step n+ 1 can be described by:

x(n+ 1) = f(WINu(n+ 1) + Wx(n) + WOFBy(n)), (1)

where bold letters denote matrices and vectors. More precisely x(n) denotes the
state of the dynamic reservoir at the nth time-step, u(n+1) and y(n) denote the
current input and the previous output, respectively. The weight matrices WIN,

2 The term regularized refers to a low norm of the different weight matrices.



W, and WOFB contain weights of connections from the input neurons to the
reservoir neurons, recurrent connections within the reservoir, and output feed-
back connections from the output neurons to the reservoir neurons, respectively.
Finally, f denotes the transfer function of the units of the dynamic reservoir
— usually a sigmoid. The state of the units in the output layer is obtained as
follows:

y(n+ 1) = fOUT (WOUTu(n+ 1),x(n+ 1),y(n)), (2)

where fOUT denotes the transfer function of the output units — usually a linear
function.

Dynamic Reservoir
(N units)Input Layer

(K units)
Output Layer

(L units)

Fig. 1. Overview of the ESN-architecture. Dashed lines represent optional connections.
Optimized connections are those leading to the output layer.

As noted above, a unique feature of ESNs is that the randomly initialized
reservoir weights stay fixed. The only weights that are optimized during training
are those connecting the dynamic reservoir and optionally the input layer with
the output layer. To optimize the output weights the squared difference of the
network output and the desired time-series is minimized.

The training process itself is executed in three consecutive phases. First, the
initial transients of the dynamic reservoir are extinguished during a washout
phase.

Second, the crucial part of the training is executed in the sampling phase.
During this phase, teacher forcing is applied, feeding the intended output values
back into the network via the output feedback connection weights WOFB. The
resulting excitation of the reservoir is recorded in a matrix M (time-steps × in-
ternal nodes) while the corresponding teacher output values are collected within
a vector T . The optimal weights are then calculated by

WOUT = M−1T (3)



where WOUT denotes the connections to the output layer. In the third phase,
the quality of the estimated weights is evaluated. To allow a direct comparison
between different target time series we use the normed root mean squared error
between the target signal and the network output to evaluate the quality of a
certain ESN:

NRMSE =

√√√√ I∑
i=1

T−1∑
t=0

‖di(t)− yi(t)‖2
Tσ2

i

, (4)

where I refers to the output dimension, T is the target sequence length int the
exploitation phase, yi(t) is the network output at time step t in output dimension
i, and σ2

i is the variance of the target dynamics di(n) in the i’th dimension. There
also exist online-learning procedures for training ESNs, which we do not consider
here.

3 Experimental Setup

We use a simple simulator of a 2D-arm. This arm can be customized with regard
to the number of segments and the length of these segments. Movement genera-
tion is carried out by first manually defining a trajectory for the endpoint. The
trajectory is then reproduced by the arm, while data is recorded according to
one of the coding schemes described below. The inverse kinematics are solved
directly, without considering additional planning techniques.

We either recorded the position of the end-effector of the arm in target space,
or the evolution of joint angles over time. Angles are measured in radiants sep-
arately for each joint. The location of the end point is recorded in pixels of a
coordinate system laid over the task space. To investigate the ability of the net-
works to generalize the learned trajectories we did not only collect the absolute
angles, or target locations, but also the differences in joint angles or end-effector
coordinates between two subsequent steps. For the training we applied the raw
data as well as data normalized to unity.

This data is then used for teacher-forcing. In case of joint angle data one
output unit per joint is used. For the recordings of the location in target space,
one output unit is used each for x- and y-coordinate, independent of the number
of arm-segments. After training the ESNs, the activations of the output units
in the exploitation phase are once again stored. These activations are the move-
ment data that are then again used by the simulator to reproduce the recorded
trajectory.

For our main evaluation trials, we used an arm setup with three segments,
to draw different 8-shaped trajectories and recorded them with different coding
schemes. Hence, the task we applied is similar to the lazy figure eight task de-
scribed in [9]. With respect to these schemes varied crucial network parameters
to identify the most effective ESN setup settings that yield the most successful
learning of the trajectories. In the first set of trials, we investigated the influence
of the spectral radius λ∗, the connectivity of the dynamic reservoir, as well as the
initialization range of the output feedback weights WOFB on the performance



of the ESNs. We used seven different spectral radii, nine different connectivities,
and nine different initialization ranges for the output feedback weights. Given
that for every factor combination 20 networks were trained, the whole sequence
required the training of 11340 networks. Ranges and step sizes of the parameter
variations are displayed in the figures. As we were interested in the reproduc-
tion of the motion patterns with small networks, we kept the size of the dynamic
reservoir fixed to 20 units in these runs. To estimate the influence of the different
parameters, we trained 20 networks per parameter combination.

In the second set of trials another parameter setup was used. First, the con-
nectivity of the reservoir was fixed to 0.9, as it did not show any significant
influence on the results in the first trials. Instead, we varied the reservoir size
from 10 to 20 units. Second, we varied the values of the initialization range of
the output feedback weights WOFB over a broader range. We used the same
variations of the spectral radius λ∗ as in the first set of trials. In this set of
trials we applied seven different spectral radii, 11 reservoir sizes, and 24 initial-
ization ranges for the output feedback weights. Again, we trained 20 networks
per parameter combination, yielding a total of 30800 networks.

In the third set of trials we further investigated the influence of the reservoir
size, creating networks with 25 to 100 units. The other parameters were the same
as in the second run, yielding a total of 19600 networks.

Due to the large body of data and the fact that we would like to present
the characteristics of the error distributions as detailed as possible, we decided
to use box and whisker plots. The grayed area indicates the inter-quartile range
covering 50% of the data, the outer whiskers indicate the 5% nad 95% quan-
tile, repectively. Values out of this range but within the doubled inter-quartile
range are considered as outliers (marked as open circles), values outside the
doubled inter-quartile range are considered as extreme values and, if existent,
are indicated with open triangles. The arithmetic mean is indicated by a black
dot, whereas the smallest error value in each distribution is indicated by a gray
square.

4 Results

As noted above, the coding schemes can be divided into schemes relying on joint
angles and task space coordinates.

4.1 Relative Location in Target Space

We first investigated the network performance with data obtained with the nor-
malized relative scheme, i.e. subsequent changes of the end effector position were
recorded and normalized to unity. Fig. 2 displays the results of our first series of
experiments. As can be deduced from the figure, the inter-quartile ranges of the
different parameter setups overlap. There was not much variance due to the pa-
rameter variation and the overall performance was quite good. As it was pointed
out by [8], the optimal spectral radius depends on the frequency of the desired



signal. Interestingly, the best performing network was found for a spectral radius
of 0.9 despite the fact that most networks generated with such a high spectral
radius performed worse than networks with a smaller spectral radius.

The initialization of the output feedback weights WOFB did not show a
clear influence in the investigated interval and all values resulted in similarly
good performance, the best results were found for an initialization interval of
[−0.08, 0.08]. The overall effect of variations of the output feedback range was
surprisingly small, therefore we decided to sample a broader interval in the next
experiments.

The influence of the connectivity was completely indistinct, therefore we did
not considered this parameter in the further analysis but fixed it to 0.9. Appar-
ently, this task can be easily learned with ESNs, as even the näıve initialization
could result in suitable networks.

In the second series of experiments, the variations once again failed to show
more than minor effects (see Fig. 3). The error-medians remained nearly constant
over the whole WOFB initialization interval, but the variance increased for the
extreme ranges of the initialization interval. However, the best networks were
found in these ranges as well: Either with an initialization interval of [−1.0, 1.0],
or with an initialization interval of [−10−15, 10−15]. For this scheme varying the
reservoir size had no general effect on the majority of the error-values. The effect
of the variation of the error interval had no strong effect. The best performing
networks were found for a reservoir size of 12 units. Concerning λ∗, a value of
0.9 led to the best results.

To sum up, the two-dimensional progression of end-effector changes in task
space can be learned with quite small networks. The only parameter with more
than a small effect was the spectral radius, with values above 0.9 increasing the
error variance. The data pattern obtained with absolute task space coordinates
was quite similar, hence we did not include the results.
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Fig. 2. Box-plots for results of parameter optimization for task space data (first ex-
perimental setup). Scaling is logarithmic. Extreme values (outside the doubled inter-
quartile range) are indicated by arrows. The minimum of each distribution is indicated
by a gray rectangle.
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Fig. 3. Box-plots for results of parameter optimization for task space data (second
experimental setup). Scaling is logarithmic. Extreme values (outside the doubled inter-
quartile range) are indicated by arrows. The minimum of each distribution is indicated
by a gray rectangle.

4.2 Joint Angles

Given the fact that the small networks we applied were able to learn a two-
dimensional sequence we proceeded to the more complex task of learning a
three-dimensional joint angle evolution within one dynamic reservoir. We con-
sidered two options of coding the movements in joint space. Either we recorded
the absolute angles of each joint or we recorded the angular changes in consecu-
tive time-steps. This latter relative coding proved to be problematic. Even if it
was possible to learn and reproduce the time-series for the original initial arm
posture, generalization was extremely poor. The reproduction of the trajectories
was severely flawed when the initial arm posture was changed. Even small dis-
placements led to major distortions of the original movement. The overall results
are display in Fig. 5. Please note that these results were obtained for setups were
the initial arm-posture during the reproduction was the same as during training.
As noted before in this case the results are quite good, and only small effects of
the parameter variations are visible. Once again a spectral radius of 0.9 turned
out to produce the best results, even if the error distribution becomes broader
for higher spectral radii. The variation of the initialization range of the output
feedback weights only affected the broadness of the error distributions, the min-
imal values remained nearly unaffected. It is noteworthy that the reservoir size
had only a very small effect on the overall performance — again quite small
networks were able to reproduce the intended distribution. Because of the low
generalization ability of networks trained with data obtained with this encoding
scheme, we did not further investigate it.

More promising results were obtained with the absolute coding scheme (cf.
Fig. 6). Although the output of the most successful network had a quite high
NRMSE of 4.72, it produced a smooth trajectory very close to the original one
(cf. Fig. 4). To reach this value, we identified several important parameters of
the network. It turned out that the small reservoir size of 20 units was sufficient
to reproduce the three different joint trajectories. This is in line with the results
reported by [3] where it was also shown that quite small networks are able to
reproduce at least three dimensional output series. For the spectral radius a



value of 0.8 provided the best results. The overall effect of the spectral radius
resembles the one observed in the other setups. The minimum error decreases
with higher spectral radii, but the error distribution gets broader. We also varied
the initialization interval of the output feedback weights WOFB based on the
considerations in [12], where it was pointed out that these bounds should be
balanced with the interval of the target dynamics. Here, the best results were
achieved with a value of 1.0 for the weight initialization interval. Again, this
was a quite surprising result as the error distribution becomes much broader
with higher initialization ranges, i.e. the most networks initialized with these
values performed quite bad. But as the variation of the overall error range also
increased the best network belonged to this sub-sample. It is noteworthy that
even the smallest networks with a reservoir consisting of only 10 units were able
to reproduce the intended trajectory with only slight distortions (cf. Fig. 7).

For the third experimental setup we increased the reservoir size up to 100
in several steps to examine whether we could find a maximal suitable size as
reported in [12]. A major effect of this increase was a wider distribution of error
values (see Fig. 8), but also a major increase in the error magnitude (see the
different scaling of the y-axis in Fig. 6 and Fig. 8). Especially networks with
small spectral radii and networks with large reservoirs tend to produce extreme
error values. Nonetheless, a network with a reservoir consisting of 100 units also
produced the lowest errors of all tested networks. For a better comparison of
the minima of the different distributions, Fig. 9 displays the lower ranges of the
error distributions. No clear effect of the variation of the initialization bound of
the output feedback weights could be found.

To sum up, our results show that even small networks with reservoirs consist-
ing of only 10 units are suitable to adapt to at least three-dimensional time-series.
Once again, it is noteworthy that the reproduction took place in a completely
self-recurrent manner, without any additional inputs. Surprisingly, the parameter
variations we investigated primarily affected the broadness of the error distri-
butions but not the extreme values. Nearly all of the investigated setups lead
to the generation of at least a few suitable networks. This effect was especially
prominent for the variation of the reservoir sizes, where the largest reservoir size
of 100 units resulted in a nearly uniform error distribution.

5 Discussion

In this paper we described our current work on employing ESNs to learn and
reproduce simple motor patterns. We mainly concentrated on finding encoding
schemes to record movement data, which can be easily learned by ESNs. Com-
pared to other approaches to learning motor primitives with reservoir computing
techniques, we focused on small and simple networks similar to those applied by
[3]. The first scheme we found to be viable codes the absolute angle of each
joint of an arm over time. Although the quality of data reproduction depends
on the parametrization of the ESN, we showed that it is generally possible to
reach high reproduction accuracy with very simple networks. Additionally, this



Fig. 4. Left to right: Comparison of original and reproduced trajectory coded in joint
space (absolute), two examples of reproduction with the same learned target space
dataset.
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Fig. 5. Box-plots for results of parameter optimization for joint space data recorded
with the relative coding scheme (second experimental setup). Scaling is logarithmic.
Extreme values (outside the doubled inter-quartile range) are indicated by arrows. The
minimum of each distribution is indicated by a gray rectangle.

scheme showed the interesting emergent effect of generating a smoothed and
more symmetrical version of the original trajectory.

Scaling this scheme to 3D-movements might result in problems of the training
due to the increased complexity of the data and the need for learning more time-
series data simultaneously. So far we did not investigate the scaling properties of
ESNs with respect to the movement data. [19] started with a network consisting
of 300 neurons to learn the movement pattern of a single joint-angle, and 2400
neurons to account for a system with 22 DoF. Given our results we are optimistic
to learn equally complex systems with a much smaller dynamic reservoir.

Another promising scheme encodes the movement in task space. It records
the relative movement of the end-effector between consecutive time steps. This
scheme has several advantages, apart from the general benefit that learning seems
quite easy. First, due to the relative nature of the data, the learned movements
can be simply transferred to any place in the task space, as long as it is not
too close to the boundaries. Second, the scheme is completely independent of
the number of arm-segments, as it only refers to the end-effector. Hence, there
should be no scaling problem when extending this coding scheme to a 3D task
space.
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Fig. 6. Box-plots for results of parameter optimization for joint space data recorded
with the absolute coding scheme (second experimental setup). Scaling is logarithmic.
Extreme values (outside the doubled inter-quartile range) are indicated by arrows. The
minimum of each distribution is indicated by a gray rectangle.

Fig. 7. The left and the middle panel display the reproduction performance of two small
networks trained with absolute joint angle evolution. The rightmost panel displays the
intended trajectory.

To sum up, our experiments showed that it is possible to learn simple mo-
tor pattern with quite small and simple ESNs. Even without regularization of
the weight matrices (see for instance [16]), we found completely output-feedback
driven networks that remained stable, but analyses regarding the long term sta-
bility are pending. As it was mentioned in the introduction, the second aspect
of movement control with motor primitives, the adaptivity of movement con-
trol, is not realized yet. But as it was shown by [19] and [13], it is possible to
switch between different dynamics within the same reservoir to produce different
movements. This was achieved with a special input layer that served as a dy-
namic selection mechanism that enabled the selective activation of two different
movement patterns.

On the other hand, dealing with perturbations is a much greater problem,
which might not be solvable with our current approach. As it was mentioned
in [1], open-loop approaches like the one proposed here cannot adapt very well
to perturbations or delays. In [19], it was shown that reservoirs with suitable
weight matrices are able to recover from perturbations and to converge back to
the learned dynamic. At the moment experiments are missing that investigate if
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Fig. 8. Box-plots for results of parameter optimization for joint space data recorded
with the absolute coding scheme (third experimental setup). Scaling is logarithmic.
Extreme values (outside the doubled inter-quartile range) are indicated by arrows. The
minimum of each distribution is indicated by a gray rectangle.
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Fig. 9. Box-plots for results of parameter optimization for joint space data recorded
with the absolute coding scheme (third experimental setup). Scaling is logarithmic
and restricted to a range of 105. Extreme values (outside the doubled inter-quartile
range) are indicated by arrows. The minimum of each distribution is indicated by a
gray rectangle.

the simple networks that we trained are also able to recover from perturbations.
So far we have shown that much simpler ESNs than previously thought are able
to learn stable movement primitives. Our next step is to investigate if a simulated
central pattern generator, like the ones proposed by [19] and [3], can be realized
with small and simple ESNs.
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